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Abstract—The widespread availability of surveillance cameras to segment the background from the foreground [5]. The most

and digital technology has improved video based security n& popular background modeling method is the weighted Mixture
sures in public places. Surveillance systems have been atisig of Gaussians (MoG) model [6], [7].

ofecials both in civil and military applications. It is help ing to S . - .
identify unlawful activities by means of uninterrupted trans- Our objective of this work is to effectively extract fore-

mission of surveillance videos. By this, the system is addjn ground objects that are elastic in nature such as humans. We
extraneous onus on to the already existing workload of secity  consider the background to be dynamic (constantly changing
ofecers. Instead, if the surveillance system is intelligen and occluded by Objects and at times background may never
efscient enough to identify the events of interest and alert be visible). We make no explicit assumptions of the object
the ofecers, it alleviates the burden of continuous monitoing. ’ . . .

In other words, our existing surveillance systems are lackig features (C0|OI‘., region, SPa“a' ponnectt_edness, Y?lm@'

to identify the objects that are dissimilar in shape, size, ad We also consider nonuniform illumination conditions, cast
color especially in identifying human beings (nonrigid motons). shadows and transient noise as inherently random and are
Global illumination changes, frequent occurrences of shaolws, part of the detection process. In addition, we would like the
insufecient lighting conditions, unique properties of slow and detection to be computed in near real-time (without buffgri

fast moving objects, unforeseen appearance of objects andsi . . .
behavior, availability of system memory, etc., may be asdoed to MOr€ than one frame for computation and having a previous

the limitations of existing systems. In this paper, we presg a output) and the output be binarized so that the Idgi@lues
eltering technique to extract foreground information, whi ch uses correspond to the foreground.
RGB component and chrominance channels to neutralize the |n this paper, we present a new processing technique
effects of nonuniform illumination, remove shadows, and dect 4t js purely based on consecutive frame differencing. The
both slow-moving and distant objects. techniqgue uses RGB component channels, converts RGB to
Index Terms—Background segmentation, foreground extrac- ) . r A
tion, frame differencing, occlusion, human tracking. grayscale and chrominance signals , handling multi-object
cases ef caciously. The Itering technique is shown to ddwgs
comparable accurate foreground extraction. The technigse
applied on three different datasets and the results have bee
With the advancement in processing and computation tegiresented along with execution time for individual datsset
nologies, surveillance systems have gained widespread-atiwe are not comparing our execution times with others, but are
tion due to their indispensable roles in our lives. Suraeile mentioning the time taken by our technique for three différe
systems supply adequate information to policing auttewitidatasets close to practicable real-time processing.
for further legal investigations, essentially protectmg com- This paper is organized as follows: Literature review is
munity for better prosperity. However, most of the existingresented in Section Il. Section Il provides the detailshef
systems require manual intervention to monitor continiyoustechnique followed by the results in Section IV. Discussion
and to identify the human activities, which is a tiresomand conclusion are included in Sections V and VI, respelgtive
task. Although we have our advanced modern-day engineering

|. INTRODUCTION

solutions and computational techniques in place, the syste Il. LITERATURE REVIEW
are still devoid of sophisticated techniques to autonoryous In order to extract foreground information from the scene,
detect human activities. we would ideally like to build a model of the scene from the

In the process of motion detection and estimation for objeictstant the view is available. One way is to estimate the back
tracking, background segmentation is the most critical gfound from the scene and subtract from the new frame. The
all. Often, the segmentation process can be normal, ovether way is to extract foreground directly such as intgnsit
segmented or under-segmented [1]. The two most widelyresholding. Kilger [3] used intensity-based threshajdto
available methods for background segmentation are frameparate the fast-moving and slow-moving/no-motion dbjec
differencing [2] and background subtraction based on badkem the background. However, determination of optimal
ground modeling. The resulting difference can be binarizeldreshold remained empirical. Kaup and Aach [8] proposed
based on global thresholding [3] or multiple thresholds [4& novel algorithm to predict the uncovered background using
Additionally, accumulative difference image is an anotlvay  spatial correlation and motion information along with tesrgd



correlation. However, the ever changing dynamic backgdounf them produce accurate results under certain conditions.
would not be able to uncover the background using spatighe idea of our work is to develop a generalized and quick
correlation nor temporal history. approach for foreground extraction in monitoring crowded
In 1997, Wrenet al. [9] used a single-Gaussian multi-spaces. Due to the variation of lighting condition of these
class statistical pixel-based model (P nder) for trackiemgd uncontrolled environment such as stadiums, tunnels ostti
detection of people. The drawback was that the scene vwaasl other public spaces during the course of the day, there
modeled assuming relatively static background with a singk a critical need to develop robust algorithms which extrac
foreground object to be tracked. Stauffer and Grimson [&hreground quickly enough to accommodate environmental
[7] generalized the notion of adaptive background modelirdpanges. In doing so, we have selected 2 publicly avail-
using mixture of Gaussians (MoG). In this approach, pixable datasets and collected a unique dataset from Melbourne
values were not explicitly classi ed as belonging to a sinCricket Ground (MCG) to demonstrate the effectiveness of
gle distribution, instead, values were based on mixture tife proposed technique. The following section provides the
Gaussians. Each pixel value was modeled as a mixture méthodology used for background segmentation under differ
Gaussian of recently observed pixel values. A new Gaussiant circumstances by controlling the sensitivity of theerlt
was created by replacing the least probable Gaussian from
an open-ended list of Gaussians to incorporate the new pixel lIl. METHODOLOGY

value. Depending on the consistency and variance of the pixeThjs section provides the detailed implementation of the
values, the pixel that did not tinto any of the Gaussians wagethodology. We are utilizing RGB and chrominance channels
labeled as foreground. Elgamnetlal.[10], [11] modeled the for extracting the foreground. The equations provided is th
background using kernel density estimation of recent \®bfe section were derived experimentally. To begin with, in aegiv
a pixel. In general, the Gaussian-based background egiimsat frame, every pixel (for a given color space) has a value
perform well when the background covers most of the ar@gsociated with it. Let us consider a pixe(xi;y;), where
of the scene, is less !uctuating and the objects in the SCeNnestands for image;xi and Vi represent the coordinate of
are mostly inelastic. Algorithms applied to rigid object® a a two-dimensional spack¥ andY; i represents thé™ row
relatively easier because of the spatial connectednesiseof 4ndj represents thg column. The color spac8; contains
objects. different elements based on the color modgl ¢hosen. An
Oliver et al. [12] used observed background variations famagel (xi;yj;tn) refers to a frame at time,, n refers to

eigenspace creation and followed by eigenvalue decompositthe time sequence index (i.6,;tn+1; ;< 1) in a video
for background subtraction. However, we would like to havéequence. Therefore, for any pixe{x;;yj ;tn) in a video
no prior knowledge of the scene. The correlation property gme, the following holds true

the background used by Sekt al. [13] holds only when

the background is varying based on certain mathematical F(XiYita)  Sei XizYj 2 Z; (1)
model and area to be lled is small in comparison to the __ .
objects that created the patch. Algorithms such as runniwge;igl'_KSE Z L \!/vhtr:ilsi:’trl;e 'i;ldit:lailto.r gf ?hel'ilevel
running Gaussian average [14] lose edge information, whiéﬂ de nels’upper-t;o%nd oh.. The simplest way of detectin’g

IS hecessary In identi cation of occluding cc_m_tours [15] the motion is to take the difference of two frames given by:,
Modeling of the background based on minimum and max-

imum variation Qf the pi?(els [16] yvould suit for .backgrounds L(Xi3Y)ner = L(Xi3Ystne) D 1(Xi5Yj5tn) 2)

where change is relatively stationary. Techniques such as

temporal median Iter [17] requires large amounts of memory0 account for negative values, we take the absolute value of

produces delay in the output. Moreover, if the backgrourifie difference, is given by:

is nonstationary (occupied with moving objects), backgbu . . o L L

modeling would not capture the true background information IO e ] = G Y taa ) E TG Y t)l L (3)
Zhao et al. [18] used the approach of [9] to modelThe binary classi cation of the objects are based on a thresh

background, where each pixel is modeled as an independgit given by:

color Gaussian distribution. However, they use the baakagglo

model based on the scene where no objects are present. In s (xy) = 0, if jl(xiy)i<l;

2003 Zhao and Nevatia [19] approached the problem of B (XY 1 i jl(xisy;) |

segmentation (human crowd with occlusion) us8igymodels . )

to interpret the foreground, but shape models require digeni WhereO <1 <L , Ig stands for binary image. Usually, the

position, angle and size of the objects for accurate resuts thresholdl is decided based on the modality distribution of

2011, Barnich and Droogenbroeck [20] presented a univer&diXi: Y )j-

background subtraction technique based on Euclideamdista  The !owchart of the proposed approach is shown in the Fig.

between the new pixel value and the existing values, but tHisand the steps are detailed below:

method requires suf cient number of samples. 1) In order to provide complete change in the scene, the
Although many methods exist for segmentation, each one absolute values of successive frame differences with

(4)



threshold set at zero intensity is computed:
(X Y)abs = 1 (Xi;¥j)n+1] > 0 7

A ) (5) Two consecutive
= jHXisyitasn) b H(XisYj5ta)i > 0 e
2) Forward lItering using green and blue channels wa i l i
H Diffi Constant illumination F d filt
performed (note that the operations from st2ge 5 are Frame 2 Frame 1] | | I(Frame 2,)- (Frame ol Frame 2. - (Frame 2,)
being performed on second frame il@marg represents =10, =10, =50,
L (X;Y; th+1 orward): K e v iy
_ . . . 2 . . . « determine the contrast
|forward = | (Xi ) y] i P 9) P (Xi :yj ith+s b) (6) ¢cb. cr channel I— | stretchable limits
(éensitivity) t_Cb « saturate (lower | % and
This lter essentially uncovers the small magnituds L e e ma | Inverse filier
. .. .. . Colour saturation tretchable values) to [forward filter
intensities and suppresses the existing predominant | (cr anootebyy [  Sietehable values =10, output|
tenSitieS. OR Constant u=90,
. . . ) | =
3) _NeXt’ the inverse of the Iter I_S prOVldEd by rst replaC- | Foreground= [{(Forward —Inverse)-Constant-Colour} + {Difference}]
ing the null values of torwarg given by:
v _ L if 1 torwara = 0 Fig. 1. Flowchart of foreground extraction
I (Xi Yis ths1 )replace— (7)

| forward;  Otherwise

Now, the inverse of the ltering operation was performed

to enhance the naturally dominant light sources and ayss) [22] and Melbourne Cricket Ground (MCG) datasets
given by: respectively. The captions of each of the gure contain the
o _ 1 detailed sequential steps involved in processing. All oide
L(Xi3 Y53 o+t Jinverse = vt ) les were converted manually to Audio Video Interleave
(Xi3¥) 3 th+2 Jreplace (AVI) format before the method was applied. WMV version
4) Further, the difference betwedr(x;;y;;tn+1;0) and 1 (WMP7) was used for conversion into AVI format. Ta-
I (Xi;Yj;ta+1;b) would provide the essential objectdle | provides the details of the dataset information. The
with constantly illuminated regions. To remove the ilframes were processed sequentially (with no skips between
lumination effects, we use: frames). All implementations were done in MATLAR:12
, ) using Computer Vision System Toolbox on Windows XP (SP2
Litumination = J1 (G Y5 ta+130) 1 1OGYitne1 D) (9)  professional, 32-bit system) equipped with an IAté?! 2600
5) Chrominance signals, which supply information abo§tPU running aB:4 GHz. The system also included2 MB
the objects that are sensitive to Cb and Cr channels wé¥kl Radeon HD 5450 Graphics card. From the results, it is

processed: clear that the frame difference output alone is insuf ciémt
0 provide information for future processing. To illustratég.

leper = (Cr [ liumination) + Cb (10) 2a and Fig. 3a output provides meagre information in spite
whereCp' is the negative (complement) of Cb channepPf absolute frame difference. In contrast, the varianceigs h
This forms the sensitivity of the lter. in video of Fig. 4a, providing more information. Figs. 2b, 3b

6) Finally, the foreground objects were obtained by pe!'sl_nd .4b .den_ote thg regions in a v.|deo sequence where the

forming the following operation: illumination is dominantly present. Figs. 2g, 3g and 4g fayrt

n o the output after performing morphological operations. akdi
objects=  f(lforward! linversd ! lcbcd + 1 (X;Y)abs radius of3 was used for image closing anda 3 median lter

(11) was used for removal of speckles. Figs. 2h, 3h and 4h were

Note: the system variables and | represent the intensity the second frames, respectively, from the video sequertee. T
of percentage of upper and lower pixel values derived froffustrated technique uses only the second frame for peiegs
histogram of the respective processed images to be saturdtécept for frame difference (stelp, where in both the second
in order to enhance the objectsis the sensitivity of the Iter and rst frame are used. Fig. 3g demonstrates the ability

to extract the foreground effectively. of the technique to detect abandoned object (stationary) as
well as moving objects; shadow elimination is shown in Fig.
IV. RESULTS 4g together with illumination normalization; sensitivityf

The above technique of processing the video was appliedttie technique to detect slow-moving and distant objectd, an
three different datasets for evaluation. Fig. 2 depictsthiput occluded objects can be seen in Fig. 2g. The blue channel
from various stages applied on Context Aware Vision usensitivity,k_ch was set td:35, 0:2 and0:9, respectively, for
ing Image-based Active Recognition (CAVIAR) dataset [21ICAVIAR, AVSS and MCG videos. The red channel sensitivity,
Likewise, Fig. 3 and Fig. 4 delineate the outputs whek_cr was set t00:9, 0:7 and 0:9 correspondingly. However,
applied on Advanced Video and Signal based Surveillanednen the object is perceptually brighter, the method fails t



Fig. 2. Dataset from Context Aware Vision using Image-bagetive Recognition (CAVIAR) [21]—(“WalkByShoplcor.mpy’ (2a) frame difference output
(=220 ! 219), (2b) constantly illuminated regiofG ! B), (2c) illumination normalizatio(G2 ! B), (2d) output of forward lter, (2e) output of inverse
Iter (a}—s), (2f) background segmented, (2g) background segmented mfbrphological operations (image closing with disk rad8) 3 3 median
Iter), (2h) original input (frame220).

Fig. 3. Dataset from Advanced Video and Signal based Stlame# (AVSS) [22]—(AVSS AB Hard). (3a) frame difference put (= 3649 ! 3648), (3b)

constantly illuminated regiodG ! B), (3c) illumination normalizatioG2 ! B), (3d) output of forward Iter, (3e) output of inverse Itda}—B), (3f)

background segmented, (3g) background segmented aftghoiogical operations (image closing with disk radi8s3 3 median Iter), (3h) original input
(frame 3649).

detect stationary and slow-moving objects. Nevertheldss, tthe global thresholding approach is that the distributidn o
can be addressed by using existing background subtractibn gixels, which is determined statistically, are discardeahf
motion estimation algorithms. Table Il provides the pr@ieg a collective set of pixels as background. More formally, let

time taken by different datasets. D:=fd:06 d2I(x;y)ig, then the threshold operation may
be considered as injective mapping of a subset of elements of
V. DiscuUssION D to the foreground-. i.e. letW D, then,
For a given video frame (X;;y;)n, let O = fo : 0 2 T:W(T)" F(T)

[ (xi;yj)ng be the pixels corresponding to the foreground
objects andB = fb: b 2 I(xi;y;)ng be the background where8w 2 W > | . However,T fails to consider the elements
pixels such thatt O\ B = ;g. The major drawback of D\ W 6 f;g, which would limit the foreground td-jw
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Fig. 4. Dataset from Melbourne Cricket Ground (MCG). (4anifie difference output (framre 13 | 12), (4b) constantly illuminated regiofG! B), (4c)
illumination normalization(G2! B), (4d) output of forward lter, (4e) output of inverse ltef4f) background segmented, (4g) background segmented afte
morphological operations (image closing with disk radBis3 3 median lter), (4h) original input (frame.3).

TABLE |

DATASET INFORMATION can segment the foreground from the background based on the

applied threshold. However, the degree to which this can be

Dataset CAVIAR AVSS MCG achieved depends on the motion component of the scene at
Size (in pixels) 384 288 | 720 576 | 680 480 different regions and on the threshold. The higher the motio
© | Frame rate (per sec 25 25 30 the more prominent the change is and consequently, more
2 | Data rate (kbps) 1155 3911 1868 likely the change will be detected; hence, the thresholdary
O | Duration (minutes) 1:34 3:38 14:01 easily separate the background and foreground. To achi&ve t
File format MPEG AVI ASF either the motion component has to be increased by skipping
T Frame rate (per sec 25 25 25 a few frames and then nd the difference, or process the
< | Data rate (kbps) 829 3047 1502 difference between consecutive frames using another metho
£ | Duration (minutes) 1:34 3:39 14:01 S0 as to obtain the motion component quite clearly. We adopte
© | File format AVl AVl AVl the latter approach in our methodology. The moving objects
closer to camera are easily identi ed in case of background
TABLE II N B
TIME TAKEN TO PROCESS VIDEO FOR FIRST00 FRAMES Seg_memaftlon ![i b)l; thke fact gha_‘lfht_hey eXSIbIt dIStIng(;JI%!tab
Datacet CAVIAR AVSS e variance from the background. This can be reasoned out as a
— 5 direct result of increased variance: the vertical and tootial
Initialization time (s)’ 1:386380 | 1:4954050 | 1:4356340 . .. .
: motion appear distinctly compared to the rest of the regions
Total time (s) 9:478341 | 19:884810 | 16:581148 . . . .
— The traits of slow-moving objects are closely coupled with
Average processing time (5] 0:080919 | 0:1838940 | 0:1514551 .
that of background in terms of temporal features such as
For 30 frames (s) 2:427588 | 5:5168215 | 4:5436542 . . .
the displacement. Hence, to ascertain the detection of both

initialization time is the time to produce the rst iteraticoutput slow-movmg ObjeCtS (even a countably in nitesimal chahge

and fast-moving objects, and distant objects, we adopted th
f\bsolute frame difference and the threshold was set to the

instead ofFjp. Then, considering the nonlinear operator Emallest change bil;j > 0).

such thatT : W(T)" F(T)
n 0 It is observed that when there is a saturation of light in a
F= T &yl L [T (XY =0j particular region, the three independent color channeld te
(12) to saturate equally. Because of this, most of the methods
that extract foreground from the background are unable to
where, the rst term in the righthand side of the equatiogive equal weightage to all the regions in a frame. By
is controlled by the threshold level. Therefore, it is evitle calculatingG? ! B (as in step 2), we are in fact, focusing
that the thresholding operation alone limits the availabten unilluminated regions: saturated regions are negatéuein
information to be transferred to the foreground Bet process of subtraction and small intensity values are aedpli

The frame difference between two sequential video fram&se regions of constant illumination are found by perforgnin






